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Recalling the cdf of a single RV

e The cdf of X:
Fx(t)=Pr(X <t), teR,

is the probability that event X < ¢ happens.
— R: the set of all real numbers.
e Knowing Fx < knowing the distribution of X.

Joint cdf of multiple random variables
e Extension to multiple RVs X;y,..., X,
e The joint cdf of n RVs X1,..., X,:

FXl,‘..,X"(th - ,tn) = PI‘({Xl < tl} n...N {Xn < tn}), (fl, .. 7tn) € Rn,

is the probability that n events {X; < t1},...,{X, < t,} occur simultaneously.

— R™: the n-dimensional Euclidean space, or roughly, the set of all real vectors of length n.
— When n =1, Fx, .. x,(t1,...,t,) reduces to Fx, (t1) = Pr(X; < t1), the cdf of X;.

o Knowing Fx, .. x, © knowing the joint distribution of Xy,...,X,.

o Connection to Fx,, the cdf of X;:

FXi(ti) = FXhm’Xn(OO,...,OO,ti,OO,...,OO), t; €R

— E.g., forn=3,
Fx,(t1) = Fx, .. x,(t1,00,00), t1 €R;
Fx,(t2) = Fx,, . x,(00,t2,00), t2 €R;
Fx,(t3) = Fx,,... x,(00,00,t3), t3€R.
o Knowing F, .. x, = knowing the joint cdf of any subcollection of X1,..., X,
— E.g., for n =3,

Fx, x,(t1,t2) = Fx, x,,x,(t1,t2,00),  (t1,t2) € R%;
FX2-,X3 (t27t3) = FXl,X2,X3 (Oovt27t3)a (t27t3) € R2;
Fx, x5 (t1,t3) = Fx, x5,x5 (t1,00,13),  (t1,t3) € R%
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Joint pmf of discrete X;,..., X,
e Merely existing in the case that ALL Xy, ..., X,, are discrete RVs
e The joint pmf of n RVs Xy,..., X,:

DPXx,..., Xn(tl,...,tn):PI‘({Xl:tl}m...ﬂ{Xn:tn}), (tl,...,tn)eR",

is the probability that n events {X; =t1},...,{X, = t,} occur simultaneously.
— supp(Xy,...,Xpn) ={(t1,...,tp) €ER" 1 px, . x, (t1,...,t,) > 0}

— When n =1, px, .. x, (t1,...,t,) reduces to px, (t1) = Pr(X; = t1), the pmf of X;.

o Knowing px, ... x, < knowing the joint distribution of X;,..., X,.

o Connection to px,, the pmf of X;:

t]Z—OO t@71 — 00 t7;+1 — 00 tn — o0
— E.g., for n =3,
o0 oo
px, (t) = Z Z PX1,X2,X5 (t1, t2,13),  t1 €R;
t2:_OO t3:—00
Px, t2 Z Z PX,,X5,X5 tlatQatS) ty € R;
tlffoo tg—foo
(oo} oo
px,(ts) = Z Z PXy,Xa, %5 (1,12, 13), 13 €R.
t1=—00 to=—00
o Knowing px, ... x, = knowing the joint pmf of any subcollection of Xi,..., X,
— E.g., for n =3,

Px, X, (t, t2) = Z PX1 X0 X5 (t, B2, 83), (t1,t2) € R

t3—7{>0

Pz, X5 (t2,13) = Z PX1. 0,5 (T, b2, t3), (b2, t3) € R

tl——OO

Pxy, x5 (t1,t3) = Z DXy X0, X5 (T, t2,t3),  (t1,t3) € R%
ta=—00
Joint pdf of continuous X;,..., X,
e Merely existing in the case that ALL Xi,..., X, are continuous RVs
e The joint pdf of n RVs X1,..., X,:
"
fxo o ox, (1, tn) = mFX17»--,Xn(t1’ constn),  (t1,...,t,) €RT

— supp(Xy,...,Xpn) ={(t1,....tn) €R": fx, _x,(t1,...,t,) >0}
— When n =1, fx,.. x,(1,...,t,) reduces to fx, (1) = %FX1 (t1), the pdf of X;.

o Knowing fx,,. x, < knowing the joint distribution of Xi,...,X,,.

.....

o Connection to fx,, the pdf of X;:

o0 o0 o0 o0
Ix,(x;) =/ / / / Ixe,ox, (b, ty)dty - - dt_qdtig -
— 00 — 00 — 00 — 00

dt,,



— E.g., for n =3,
(o) o0
fx.(t1) =/ / Ix1,%5,x5 (L1, t2, t3)dtadts, ¢ € R;
— 00 — 00

(o] oo
fx,(t2) = / / Ix1,%5,x5 (1, t2, t3)dt dts, o € R;
—o0 J—00

(oo} (oo}
Ixs(t3) :/ / Ix1,X0,x5 (t1, o, t3)dtrdta, 13 € R.
— 00 — 00
o Knowing fx,,. x, = knowing the joint pdf of any subcollection of X;,..., X,

— E.g., for n =3,

(o]
fx1,x,(t1,t2) =/ Fxn x5 (t, o, t3)dts,  (t1,t2) € R
—o0

o0
fxs x5 (t2,t3) :/ Fx1 X0, x5 (B, 2, t3)dtr,  (t2,t3) € R?;
—o00

o0
fxy x5 (t1,t3) :/ Fx1 X0, x5 (t1, o, t3)dta,  (t1,t3) € R2.
— 00

(Mutual) independence
e RVs Xy,..., X, are (mutually) independent <

Fx,.ox,(t1 - t) = [[ Fx. ()
=1

— For discrete X, ..., X, joint pmf px,, . x, (t1,...,tn) =
— For continuous X, ..., X, joint pdf fx, . x,(t1,...,tn)

H:’L:l Px; (t%)
= H?:l in (tl)

Example Lec2.1

o X, and X are independent Bernoulli RVs with pmf px,(0) =1 — p; and px, (1) = p;, ¢ = 1,2. Write
the joint pmf of X7, Xo.

Ans: Since X7 and X5 are independent, supp(X1, X2) = {0,1} x {0,1}.

(1_p1>(1_p2)’ <t17t2) = (0’0)7
p1(1—p2), (t1,t2) = (1,0),

Pxy, X, (1, t2) = px, (t1)px, (t2) = § (1 — p1)p2, (t1,t2) = (0,1),
p1p2, (tlth) = (1a 1)’
0, otherwise.

o Let X; and X5 be independent Poisson RVs with pmf px, (k;) = 672;‘?“ , ki =0,1,...,i=1,2. Write
the joint pmf of X7, X5.

Ans: Since X; and X5 are independent, supp(X1, X2) = {0,1,...} x {0,1,...}. It follows that for any

(k1, ko) € supp(X1, X2),
676 . 3k)1+k}2

Dx,, x5 (K1, k2) = px, (k1)px, (k2) = Tl

« X; and X, are independent uniform RVs with pdf fx,(t;) = 10,1)(t:), i = 1,2. Write the joint pdf of
X1, Xo.



Ans: Since X; and X, are independent, supp(X1, X2) = [0, 1]?. It follows that

fxix, (s t2) = fx, (t1) fx, (t2) = L1y (t1) - Lpo,1)(t2) = Ljo,1)2 (t1, t2)-

e Let X; and X, be independent exponential RVs with pdf fx, (t;) = 2e =2t . 1(0,00)(ti), i = 1,2. Write
the joint pdf of X7, Xs.

Ans: Since X; and X, are independent, supp(Xi, X2) = (0,00)2. It follows that for any (t1,t2) €
supp(X1, X2),
Fxixa(tiste) = fx () fx, (f2) = dem 217,
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